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Abstract

Maximum Mutual Information (MMI) is a popular discriminative criterion that has been used in supervised training of acoustic models for automatic speech recognition. However, standard discriminative training is very sensitive to the accuracy of the reference transcription and hence its implementation in a semi-supervised setting requires extensive filtering of data. We will show that if the supervision transcripts are not known, the natural analogue of MMI is to minimize the conditional entropy of the lattice of possible transcriptions of the data. This is equivalent to the weighted average of MMI criterion over different reference transcripts, taking those reference transcripts and their weighting from the lattice itself. In this paper we describe experiments where we applied this method to the semi-supervised training of Deep Neural Network acoustic models. In our experimental setup, the proposed method gives up to 0.5% absolute WER improvement over a DNN trained with sMBR only on the transcribed part of the data. This is 37% of the improvement that we would get from doing sMBR training if we had the transcripts for the untranscribed part of the data.
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1. Introduction

A discriminative criterion encourages the model to be maximally discriminative of the reference transcript against the competing hypotheses. A number of discriminative criteria such as MMI [1], MCE [2], MPE [3], sMBR [4, 5] and bMMI [6] have been developed and used in HMM-based speech recognition. Section 2 describes the proposed sequence-discriminative training method for DNN acoustic models. Section 3 describes the experiments we conducted. Section 4 discusses the results of the experiments. Section 5 presents the conclusions.

2. Semi-supervised Training via Lattice Entropy

In the following sections, we show why minimization of lattice entropy is the natural extension of the MMI objective to the semi-supervised setting (Section 2.1), and we describe efficient ways to compute the objective and its gradients using lattices (Section 2.4). We then describe how these gradients are used to update the parameters of the DNN acoustic models in Section 2.5 and propose a multilingual architecture for semi-supervised training of DNN in Section 2.4.

2.1. Conditional Maximum Likelihood training and lattice entropy

The Condition Maximum Likelihood (CML) objective is the conditional log-likelihood of the transcript $W$ given the acoustic features $O$, summed over the training examples. For
historical reasons this is known in the speech recognition community as Maximum Mutual Information (MMI) estimation, or MMIE [1]:

\[
F_{\text{mmi}}(\lambda) = \sum_r \log P(W^{(r)} \mid O^{(r)}; \lambda)
\]

where the index \( r \) ranges over all training utterances, and \( \lambda \) is the parameters of the model. In the semi-supervised learning setting, we propose to take a weighted average of the above expression for all possible reference transcripts \( W^{(r)} \), weighted by their probability in the lattice:

\[
F_{\text{NCE}}(\lambda) \triangleq \sum_r \sum_w \mathbb{P}(W \mid O^{(r)}; \lambda) \log \mathbb{P}(W \mid O^{(r)}; \lambda)
\]

\[
- \sum_r \mathbb{H}(W \mid O^{(r)}; \lambda),
\]

where \( \mathbb{H}(W \mid O^{(r)}; \lambda) \) is the conditional entropy of the transcript \( W \) given the acoustic feature sequence \( O^{(r)} \) and the acoustic model parameters \( \lambda \). This criterion was defined as “Negative Conditional Entropy (NCE)” in [23].

### 2.2. Lattice Entropy Computation

Lattice-based methods for discriminative training have been developed for many discriminative objective functions including MMI [7, 8]. The conditional entropy in (2) and its gradients can be computed using an algorithm reminiscent of the forward-backward algorithm. Our approach for computing the lattice entropy and its derivatives is based on the ideas in [25], but we present it in a form that does not require the concept of a semiring.

We generate lattices in the WFST framework using the “exact lattice” procedure [26]. Each path \( \pi \) in such a lattice \( L \) represents the best (lowest-cost) state-level alignment of the utterance for a distinct word sequence. Each arc \( a \) in the lattice has an associated probability score \( p_a \), which is a suitably weighted combination of the acoustic likelihood, language model probability and transition and pronunciation probabilities (we use an acoustic scale of \( \kappa = 0.1 \) throughout). Each path \( \pi \) through the lattice has a probability score \( P(\pi) = \sum_{a \in \pi} p_a \).

The entropy of the lattice \( H_L = \mathbb{H}(W \mid O; \lambda) \) can be computed as follows:

\[
H_L = - \sum_{a \in L} \frac{P(\pi)}{\bar{Z}} \log \frac{P(\pi)}{\bar{Z}}
\]

\[
= \log \bar{Z} - \bar{\tilde{r}} \frac{\mathbb{H}(W \mid O; \lambda)}{\bar{Z}},
\]

where \( Z = \sum_{a \in L} P(\pi) \) and \( \bar{\tilde{r}} = \sum_{a \in L} P(\pi) \log P(\pi) \). Its gradient w.r.t. \( p_a \) can be computed as:

\[
\frac{\partial H_L}{\partial p_a} = \frac{1}{Z} \frac{\partial Z}{\partial p_a} - \frac{1}{Z} \frac{\partial \tilde{r}}{\partial p_a} + \frac{\bar{\tilde{r}}}{\bar{Z}} \frac{\partial Z}{\partial p_a}.
\]

Algorithm 1 shows how to compute these quantities efficiently over a lattice. The \( \alpha_p \) and \( \alpha_r \) quantities correspond to the \( Z \) and \( \tilde{r} \) quantities for sub-lattices starting at the start node and ending at each node, and the \( \beta_p \) and \( \beta_r \) are the same thing for sub-lattices starting at each node and ending at the end node of the lattice. Due to the limited dynamic range of floating point, the \( \alpha_p \) and \( \beta_p \) must be stored in log form; and \( \alpha_r \) and \( \beta_r \), which may be positive or negative, must be stored in log form with their sign stored separately. To explain the notation: \( s(a) \) refers to the starting node of arc \( a \), \( e(a) \) refers to the end node of arc \( a \), \( \text{pre}(n) \) refers to arcs ending in node \( n \), \( \text{post}(n) \) refers to arcs following node \( n \) and \( r_a \triangleq \log p_a \).

### 2.3. Optimization of DNN Acoustic Model parameters

Since the objective function value depends on the neural network weights only through the DNN outputs \( y_j(j) \), it is enough to find the gradients of the objective function with respect to the DNN outputs. The rest of this section describes this process.

In a HMM-DNN hybrid system, the DNN is used to provide the emission probability or the pseudo-likelihood [27] of an acoustic feature vector \( \alpha_t \) at time \( t \) from a pdf \( j \):

\[
p(\alpha_t \mid j) = y_j(j) P(j),
\]

where \( y_j(j) = P(j \mid \alpha_t) \) is the DNN output at the \( j^{\text{th}} \) node of output layer and \( P(j) \) is the prior probability of pdf \( j \).

To compute the gradients of the objective function w.r.t. the DNN outputs, we define an “NCE posterior” for each arc \( a \) of the lattice as \( \gamma_a \triangleq \frac{\partial \mathbb{H}}{\partial p_a} \) which can be computed using (4). The derivative w.r.t. the log DNN-outputs \( \log p(\alpha_t \mid j) \) is just the sum of the \( \gamma_a \) quantities over all arcs in the lattice at time \( t \) that have the pdf \( j \). We call these quantities state-level “NCE posteriors” \( \gamma_{\text{NCE}}(j) \); they are analogous to “MBR posteriors” [25]. The derivative w.r.t. the DNN outputs can then be computed as:

\[
\frac{\partial F_{\text{NCE}}}{\partial y_j^{(r)}(j)} = \frac{\gamma_{\text{NCE}}(j)}{y_j^{(r)}(j)},
\]

These derivatives are backpropagated to find the gradients w.r.t. all the weights in the neural network, and the weights are updated using stochastic gradient descent (SGD). The randomization for SGD is performed at the part-of-lattice level: where we find “pinch points” in the lattice to split them up into the smallest possible pieces, discarding parts of lattices that

---

1Actually, what we said about the derivative being the sum of selected \( \gamma_a \) quantities is not quite true. The factor \( \kappa \) should appear here, and we ignore it. This is just for consistency with prior work in discriminative training [9], in which that factor is ignored. It is absorbed into the learning rate.
would only produce zero gradients. As for our implementation of cross-entropy training, we update with a Natural Gradient extension of Stochastic Gradient Descent (NG-SGD) and parallelize over multiple machines via model averaging [29].

The prior probability \( P(j) \) in (5) is usually computed from alignments [27]. Here, we use an alternate method that computes the priors by marginalization of DNN posteriors over all acoustic feature vectors, assuming they are drawn from an empirical distribution:

\[
P(j) = \frac{1}{N} \sum_{i=1}^{N} p(j \mid \alpha_i).
\]

We found this to give better WERs than the usual approach.

### 2.4. Multilingual training architecture

In the multilingual training architecture [13][15], two (or more) DNNs are trained sharing all the layers except the last one. We can use this architecture for semi-supervised training by viewing the untranscribed data as the "second language". One of the final layers is used for transcribed training examples, and the other is used for untranscribed training examples. At the end of training, we discard the final layer that was trained on the untranscribed examples. The gradients arising from the untranscribed data can be scaled down to give that data less weight in the optimization. This architecture even allows a different context-dependency trees for the different final layers; but this is not considered in this paper. In addition, filtering of untranscribed data frames using say, frame-level confidence [11], can be incorporated easily.

### 3. Experiments

In this paper, we report experiments on a subset of the Fisher English corpus [30] and several Babel languages in the LimitedLP condition. We compare our method with several baseline systems. These include cross-entropy and sMBR trained DNNs with only the transcribed data, in addition to self-training methods. All experiments are conducted using Kaldi Speech Recognition toolkit [31].

#### 3.1. Experimental Setup

The Fisher English corpus has a total of 1600 hours of telephone speech. The first 5000 utterances (about 3.3 hours) in the corpus was selected as the dev set for tuning hyperparameters and the next 5000 utterances (about 3.2 hours) was selected as the test set for evaluation. Out of remaining data, 100 hours was selected as transcribed data and the remaining part was selected as untranscribed data by ignoring the corresponding transcripts. In this paper, we show results with only a 250 hour subset of untranscribed data.

The Babel languages under the LimitedLP condition have 10 hours of transcribed data and 50-65 hours of untranscribed data after automatic segmentation. In this paper, we show results on four of the Babel languages – Assamese, Bengali, Zulu and Tamil. We use the fixed lexicon provided under the LimitedLP condition. We evaluate our systems on the 10 hour dev10h set, while tuning on a 2 hour subset dev2h. But we don’t tune hyperparameters for different languages separately.

The language models used for the experiments are trained only on the transcripts of respective transcribed data. For sMBR training, we use a weak language model (unigram) to increase the number of alternative hypotheses for discrimination. But for NCE training, we use a trigram language model to produce a compact lattice with only the most likely hypotheses. This is in line with the empirical results in [32] that show that a stronger model is better for semi-supervised learning. The decoding of the test sets is also done using the same trigram language model.

#### 3.2. System Description

All our experiments use the \( p \)-norm DNN with \( p = 2 \) and the same basic architecture as in [33]. For Fisher, the DNN had 4 hidden layers of \( p \)-norm nonlinearity with input and output dimensions of 3000 and 300 respectively. For Babel, the DNN had 3 hidden \( p \)-norm layers with input and output dimensions 2000 and 200 respectively. The features used are the Type IV acoustic features defined in [34], i.e. iMLLR features spliced over ±4 frames and then decorrelated and globally mean-subtracted with a matrix transform. For the experiments on Fisher English, we use MFCC as the base features. For the Babel experiments, we use PLP as the base features, but we additionally append pitch features [35]. The neural networks are trained using Natural Gradient SGD [29]. The alignments and context-dependency tree for the Cross-Entropy DNN training are obtained using a HMM-GMM model trained using only transcribed data.

In Fisher, we found the prior adjustment [7] to improve performance of the DNNs over the traditional method of prior estimation from alignments [27]. We used a subset (3 hours) of transcribed data for prior adjustment. In Babel, the sMBR objective is modified to penalize insertions [56].

#### 3.2.1. Supervised baseline systems

The baseline DNN system \( nnet2_{CE} \) is trained with Cross-Entropy as objective for 20 epochs with an exponentially decreasing learning rate. The baseline discriminative system \( nnet2_{sMBR} \) is initialized with \( nnet2_{CE} \) and trained with sMBR as objective for 4 epochs.

#### 3.2.2. Self-training systems

For the self-training systems, the untranscribed data was decoded using the \( nnet2_{CE} \) system and the best paths through the lattices were chosen as the transcripts. The system \( nnet2_{CE, semisup} \) has the same architecture as \( nnet2_{CE} \) and is trained from scratch using Cross-Entropy as objective with transcribed and untranscribed data frames combined together. The system \( nnet2_{CE, semisup:0.8} \) is as \( nnet2_{CE, semisup} \) but only selecting frames with confidences [11] greater than 0.8.

The systems \( multilang2_{CE} \) and \( multilang2_{CE:0.8} \) use the multilingual architecture (Section 2.4). The DNN is initialized from a partially trained (after the mix-up stage) \( nnet2_{CE} \) neural network. The final layer corresponding to the untranscribed data is initialized randomly. The system is trained with an exponentially decreasing learning rate for 20 epochs as measured on transcribed data [4]. In \( multilang2_{CE:0.8} \), frame-confidence-based selection is additionally done.

The system \( multilang2_{sMBR} \) is the sMBR self-training system in the multilingual architecture. The DNN is initialized.

---

2 The exact corpus identifiers are:
- Assamese: IARPA-babel1202-v0.4
- Bengali: IARPA-babel1103b-v0.3
- Tamil: IARPA-babel1204b-v0.1b
- Zulu: IARPA-babel1206b-v0.1e.

3 The recipe used for these experiments can be found at [https://github.com/vimal-manohar91/kaldi-unsupervised/commit/137f0f1276a382529552ee68d75092f99413c1](https://github.com/vimal-manohar91/kaldi-unsupervised/commit/137f0f1276a382529552ee68d75092f99413c1).

4 It roughly corresponds to the same number of epochs on transcribed and untranscribed datasets because the number of parallel jobs for each dataset is varied in proportion to the amount of data available.
with the final nnet2_CE model; the last layer is cloned to make separate copies for transcribed and untranscribed training examples. The system is trained with sMBR criterion for 4 epochs with a fixed learning rate. The learning rate on untranscribed data was reduced by a factor of 10 in order to give less weight to the corresponding gradients. Using equal learning rate for both datasets worsened the results.

### 3.2.3. Proposed system

The system multitnet2_sMBR+NCE uses the multilingual architecture just like multitlang2_nnet2; it is trained using sMBR objective on the transcribed data, but \( J_{NCE} \) as objective on the untranscribed data. The training is done for 4 epochs with a fixed learning rate. The learning rate on untranscribed data was reduced by a factor of 3. The resulting parameter updates using untranscribed data were found to be about 10 times smaller than those using transcribed data; this is because of NCE gradients being smaller than sMBR gradients in general.

We also show an oracle system nnet2_sMBR_oracle as an upper bound on the performance of the semi-supervised systems. This oracle system is similar to the nnet2_sMBR system, but does sMBR training with true transcripts of the untranscribed data. For the purpose of comparison with multitnet2_sMBR+NCE, the language model for the oracle system is trained using only the LimitedLP data.

### 4. Results and Discussion

The results on Fisher English with 250 hours of untranscribed data are given in Table [1]. The self-learning CE system nnet2_CE_semisup has a WER worse than the baseline CE system nnet2_CE even with frame-filtering. This might be because we did not add multiple copies of supervised data as suggested in [11]. In contrast, self-learning in the multilingual architecture multitlang2_CE gives nearly 1.4% absolute improvement over supervced CE system nnet2_CE with and without frame filtering. This suggests that the multilingual architecture is an effective framework for doing semi-supervised training of DNN.

#### Table 1: WER (%) results on Fisher English (100 hrs transcribed + 250 hrs untranscribed) for DNN acoustic models

<table>
<thead>
<tr>
<th>System</th>
<th>dev</th>
<th>test</th>
</tr>
</thead>
<tbody>
<tr>
<td>nnet2_CE</td>
<td>31.98</td>
<td>31.18</td>
</tr>
<tr>
<td>nnet2_sMBR</td>
<td>29.58</td>
<td>28.49</td>
</tr>
<tr>
<td>nnet2_CE_semisup</td>
<td>32.40</td>
<td>–</td>
</tr>
<tr>
<td>nnet2_CE_semisup:0.8</td>
<td>32.46</td>
<td>–</td>
</tr>
<tr>
<td>multitlang2_CE</td>
<td>30.61</td>
<td>29.84</td>
</tr>
<tr>
<td>multitlang2_CE:0.8</td>
<td>30.53</td>
<td>29.81</td>
</tr>
<tr>
<td>multitlang2_sMBR</td>
<td>29.87</td>
<td>28.77</td>
</tr>
<tr>
<td>multitnet2_sMBR+NCE</td>
<td>29.44</td>
<td>28.11</td>
</tr>
<tr>
<td>nnet2_sMBR_oracle</td>
<td>28.50</td>
<td>27.46</td>
</tr>
</tbody>
</table>

But even the best CE system (multitlang2_CE:0.8) is more than 1% worse than the system with supervised discriminative training, nnet2_sMBR. This shows that in order to compete with a discriminatively trained system, the semi-supervised learning must involve discriminative training. The discriminatively self-trained system, multitlang2_sMBR, in the multilingual architecture is shown to be slightly worse than the supervised baseline nnet2_sMBR even though the learning rate of nnet2U was reduced by a factor of 10. This suggests that discriminative self-training might require filtering of untranscribed data as was suggested in several works in the literature.

On the other hand, our proposed system multitnet2_sMBR+NCE gives 0.16% and 0.38% absolute improvements on dev and test sets respectively without any explicit filtering of data. Comparing with the oracle system results (nnet2_sMBR_oracle), we see that these results of the proposed system correspond respectively to a recovery of 15% and 37% of the possible improvements if we had the true transcripts. We believe that the loss in accuracy is due to a combination of inaccuracy in the decoding, mismatch in features because of using unsupervised speaker adaptation for untranscribed data and the choice of MMI as the criterion over sMBR.

Table 2 presents analogous results with GMM acoustic models. This demonstrates that the method is not restricted to only DNN acoustic models.

We got similar WER improvements from 0.1% absolute on Zulu to 0.6% absolute on Assamese. Improvements in Bengali and Tamil are also in this range as detailed in Table 3.

#### Table 3: WER (%) results on Babel

<table>
<thead>
<tr>
<th>Language</th>
<th>System</th>
<th>dev2h</th>
<th>dev10h</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assamese</td>
<td>nnet2_sMBR</td>
<td>63.9</td>
<td>62.2</td>
</tr>
<tr>
<td>Assamese</td>
<td>multitnet2_sMBR+NCE</td>
<td>63.4</td>
<td>61.6</td>
</tr>
<tr>
<td>Bengali</td>
<td>nnet2_sMBR</td>
<td>66.3</td>
<td>64.1</td>
</tr>
<tr>
<td>Bengali</td>
<td>multitnet2_sMBR+NCE</td>
<td>65.8</td>
<td>63.8</td>
</tr>
<tr>
<td>Zulu</td>
<td>nnet2_sMBR</td>
<td>65.9</td>
<td>67.3</td>
</tr>
<tr>
<td>Zulu</td>
<td>multitnet2_sMBR+NCE</td>
<td>65.7</td>
<td>67.2</td>
</tr>
<tr>
<td>Tamil</td>
<td>nnet2_sMBR</td>
<td>76.3</td>
<td>74.8</td>
</tr>
<tr>
<td>Tamil</td>
<td>multitnet2_sMBR+NCE</td>
<td>76.1</td>
<td>74.6</td>
</tr>
</tbody>
</table>

### 5. Conclusions

In this paper, we proposed a semi-supervised sequence-discriminative training method for DNN acoustic models using conditional entropy as the criterion in a multilingual-inspired DNN architecture. We show through experiments on Fisher English and Babel that the method gives improvements over sequence-discriminatively trained supervised DNN systems. Without needing explicit filtering of data, the method can also outperform self-training methods. On Fisher English, the proposed method is shown to recover 37% of the WER improvement possible if the transcripts were available for the untranscribed data.

We also described a multilingual-inspired method of semi-supervised training, where the untranscribed portion of the data has its own version of the final layer, not shared with the final layer used for the supervised part, and which is discarded after training. We found this to work better than simply combining transcribed and untranscribed data, whether or not confidence filtering was used.
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